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versus
● Commercial model 

(currently based on 

WeChat?)

● Centralized;

● Content is property of 

Twitter? Fediverse; open source





HPC back in 2020

Global data and models at 250-m
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Crunching big EO data
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Crunching big EO data



MOD13Q1 EVI — Aggregated (2 months) 

Jan/2010



400 CPU threads



0.80

MOD13Q1 EVI — Aggregated (2 months) and gap-filled 

126 dates x 160,300 columns x 65,200 rowshttps://stac.openlandmap.org/







HPC on steroids

Processing the global Landsat archive.



26 years (1997–2022) x 23 composites (16–day each) => 598 images

Landsat ARD-2 — 16-days composites



We looked at multiple options…
Options:

Main requirements: Storage / pool expansion 

without the need of data rebalancing

https://docs.ceph.com/en/quincy/cephadm/index.html
https://docs.ceph.com/en/quincy/cephadm/index.html
https://pve.proxmox.com/wiki/Deploy_Hyper-Converged_Ceph_Cluster
https://garagehq.deuxfleurs.fr/
https://github.com/seaweedfs/seaweedfs


The github “life”

https://github.com/chrislusf

https://www.patreon.com/seaweedfs

https://github.com/chrislusf
https://www.patreon.com/seaweedfs
https://github.com/seaweedfs/seaweedfs


● Load balancing

across all storage 

nodes (G1-n)

● S3 and file metadata

stored in PostgreSQL

● BLOB metadata

stored in NVMe

● BLOB data stored 

using RAID6 (HDD)

● If a storage node is 

offline, the cluster 

might become 

inconsistent

SeaweedFS Architecture

1400+ CPU Threads

14TB or RAM



Our infrastructure

1400+ CPU Threads 14TB or RAM



1. Match the cable specifications with 

the Infiniband cards (ConnectX-3, 

ConnectX-3 Pro, ConnectX-5),

2. Install official Mellanox / NVIDIA driver 

in the Linux kernel 5.4.0-153,

3. Setup the switch and run a SM 

service to establish the IB connection,

4. Setup IP over Infiniband and HPC 

separated network (192.168.49.0/24),

5. Connect IB interface with the Docker 

containers.

Infiniband (40 GBps)



Infiniband (40 GBps)



Infiniband (40 GBps)
from scikit-map.raster import read_rasters

data, _ = read_rasters(raster_files=urls, n_jobs=len(urls), 

dtype='float32')

55 secs for reading 504 images of 

4004 x 4004 => 8,080,136,064 pixels



Consoli et al.





Parente et al.



4C ARCO = 
Complete Consistent 

Current Correct





Dimensions:
● Image size: 1,440,004 (H), 560,004 (V)
● Filesize: 134 GB (with compression)
● Format: Cloud-Optimized GeoTIFF (COG)

The biggest 2 bottlenecks 
of this project are: 

(1) the storage problem 
(we need about 2PB of 
storage to host all open 
data)

(2) sustainability problem 
(we need to think of new 
commercial services post 
2024) that could pay the 
production costs.



The main objective at the 

moment is to try to reconstruct 

the Landsat bands and 100% 

gap-filled them using ALL data 

available:

- MODIS monthly time-

series (250-m) 2000–

2023+ (MOD13Q1);

- Savitzky-Golay filter;

This way we could potentially 

reduce Landsat archive to max 

300TB of data (but all 4C 

ARCO)

https://nl.wikipedia.org/wiki/Savitzky-Golayfilter


COGs, GeoZarr, 
Flatgeobuf, 

Geoparquet, PMtiles… 

Then register data in the global geodata telephone 
book (STAC Index) and you can do distributed 

computing!



Integrating ARCO into ML

https://github.com/e-sensing/sits

https://github.com/openlandmap/scikit-map

https://github.com/e-sensing/sits
https://github.com/openlandmap/scikit-map


Credit: MultiOne 

FER, OpenGeoHub



Do you recognize yourself? 

https://www.forbes.com/sites/gilpress/2016/03/23/data-preparation-most-time-consuming-least-enjoyable-data-science-task-survey-says/?sh=9aeb0ec6f637


The value of data is 
in its use

If you plan to profit from selling basic data, this might be the 

worst case scenario.

If you make data that is used with passion and with happy 

customers providing feedback, you might have a chance!



https://earthmonitor.org/global-workshop-2024/#register-here



It is highly unlikely that 
you will reach full 
potential of Open 

Source if you do not 
also build it yourself
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