
Opportunities and Challenges

EODC-Forum, 09.05.2023

HPDA platform terrabyte

Dr. Jonas Eberle, German Remote Sensing Data Center, 09.05.2023



Dr. Jonas Eberle, German Remote Sensing Data Center, 09.05.2023

World Settlement FootprintGlobal Snow Pack Global Flood Monitoring

Fire Monitoring
Global & regional chemistry 

climate and air quality modelling
Deformation maps



Challenge: 
Evaluation of software stacks for EO exploitation platforms
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Data Processing & Analysis

Metadata catalogue WorkflowsUser Management



terrabyte
a high performance data analytics (HPDA) platform

Project cooperation with Leibniz Supercomputing Center (LRZ)

− Financing of the HPDA platform from DLR funds

− Hosting and system operation by LRZ

− DLR focus on EO research, services and user support

− LRZ focus on IT research and operation
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Online storage
50 Petabyte
(36 Petabyte net)

Compute
44.000 vCPUs
188 GPUs
333 TB RAM



Challenge: Be up to date with the latest technologies
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WMS

WCS

WFS



STAC-based architecture
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stac-fastapi / pgstac



Opportunity: We have so much satellites and data…
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Challenge: Where to store all the data for immediate data analysis?
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Hubs
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D-SDA
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Opportunity: Generating and providing Analysis Ready Data
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▪ Sentinel-1 Normalized Radar Backscatter

▪ Complete archive based on Sentinel-1 SLC

▪ Based on CEOS ARD NRB specification

▪ Reprocessing from Level-0 to Level-1 useful

▪ Sentinel-2 L2A MAJA

▪ Currently: Europe 2018 – 2022

S1_NRBpyroSAR

RTC processing
NRB format 

packaging
Scene selection 

(STAC)



Opportunity: We all provide data and develop platforms
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Data Space

Extern 
federated 
platforms

Archive storage
60 Petabyte

Online storage
50 Petabyte
(36 Petabyte net)

Compute
44.000 vCPUs
188 GPUs
333 TB RAM 10 – 100 

Gbit/s

HPC Cloud

Analytics

Data Management

Data Catalog

Data Cubes ARD



Opportunities for EO data access and analysis
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Data Space



Conclusion
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Challenge: Keep up to date with changing technology. Opportunity: Work together towards a common 
architecture and conduct joint software developments! 

Opportunity: Use the on-prem computing and storage 
resources to generate or reprocess data products!

Challenge: Develop solutions for federated data 
holdings to minimize data copies around the world.



Thank you for your attention!

Dr. Jonas Eberle, German Remote Sensing Data Center, 09.05.2023


